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Overview

1		Implementation	Monitoring	of	the	PFMI:	Level	3	Assessment	on	Financial	Market	Infrastructures’	Cyber	Resilience,	Bank	for	International	Settlements	and	IOSCO,	November	2022,	 
https://www.iosco.org/library/pubdocs/pdf/IOSCOPD723.pdf.
2		Thematic	Findings	From	the	2022	Cyber	Stress	Test,	BoE	and	Prudential	Regulation	Authority,	March	29,	2023,	 
https://www.bankofengland.co.uk/-/media/boe/files/prudential-regulation/letter/2023/thematic-findings-2022-cyber-stress-test.pdf.

Financial	institutions	build	and	sustain	capabilities	to	mitigate	
the	impact	of	events	that	may	compromise	the	confidentiality,	
integrity	or	availability	of	firm	and	customer	data.	As	part	of	this	
process,	financial	institutions	plan	and	exercise	how	they	would	
respond	to	an	extreme-tail	event	such	as	a	highly	destructive	
cybersecurity	incident	so	as	to	mitigate	harm	to	financial	markets,	 
counterparties,	customers	and	the	investing	public.	Regulatory	
agencies	around	the	world	are	similarly	focused	on	the	resilience	 
of	an	institution’s	critical	operations	during	and	recovering	from	
a	potential	disruptive	event.

This	paper	is	intended	to	prompt	increased	dialogue	between	
financial	institutions,	trade	associations	and	regulatory	authorities	
on	a	rapidly	evolving	topic.	It	lays	out	a	set	of	principles	that	
could	align	regulators,	the	financial	sector	and	all	three	lines	of	
defence	within	an	organisation	to	a	cohesive	view	of	resilience.	
A	key	objective	of	this	paper	is	to	highlight	the	challenges	in	
meeting	regulatory	obligations	during	extreme	cyber	events	
that	result	in	data	corruption.

Meeting	today’s	regulatory	mandates	may	be	aspirational,	and	
the	goal	of	the	financial	institution	is	to	ensure	that	firm	and	
customer	information	is	not	at	risk.	If	not	implemented	safely,	
rapid	recovery	based	on	mandated	regulatory	guidelines	could	
harm	investors,	a	firm’s	ability	to	service	their	customers	and,	
potentially,	financial	stability	across	the	sector.

Regulators	should	support	industry	resiliency	and	recovery	
practices	that	strive	for	a	safe	but	rapid	recovery,	recognising	
that	firms	and	regulators	have	a	shared	interest	in	recovering	
critical	operations	as	quickly	as	possible,	but	only	if	done	in	
such	a	way	that	will	not	result	in	further	harm	to	the	firm	or	
financial	markets.

Regulatory Drivers
The	introduction	of	operational	resilience	regulations	in	
multiple	jurisdictions	has	prioritised	the	ability	of	institutions	
to	recover	from	severe	but	plausible	events.	In	particular,	the	
concepts	of	impact	tolerance	and	maximum	tolerable	period	of	
disruption	(i.e.,	the	point	beyond	which	the	impact	of	an	outage	
is	unacceptable)	have	renewed	the	industry	conversation	
around	the	feasibility	of	meeting,	for	example,	a	two-hour	
recovery	time	objective	(RTO)	under	certain	scenarios.	This	
expectation	remains	current	among	regulators.	For	instance,	the	
International	Organisation	of	Securities	Commissions	(IOSCO)	
recently	emphasised	the	expectation	that	financial	market	
infrastructure	(FMI)	institutions	resume	operations	within	two	
hours	of	a	disruption,	including	an	extreme	cyber	attack.1

Institutions	should	strive	for	a	safe	but	rapid	recovery	rather	
than	a	mandated	RTO	that	may	ultimately	harm	the	institution,	
its	customers	and	the	financial	sector.	The	Bank	of	England	
recently	published	the	results	of	its	inaugural	cyber	stress	test	
in	which	it	acknowledged	that	“there	might	be	instances	where	
the	disruption	caused	by	an	incident	was	such	that,	despite	
prior	planning,	attempting	to	recover	by	the	end	of	the	value	
date	could	have	a	more	adverse	impact	on	financial	stability	
than	failing	to	do	so.”2

Mandated	recovery	times	that	do	not	contemplate	recovery	
feasibility	or	practicality	under	a	range	of	disruptions	may	 
drive	significant	time	and	investment	into	aspirational	rather	
than	achievable	results	or	may	force	institutions	to	consider	
meeting	regulatory	RTOs	versus	addressing	disruptions	safely	
and	effectively.

RTOs	mandated	by	regulation	play	a	significant	role	in	
influencing	how	financial	institutions	prioritise	their	mitigation	
investments	and	resource	allocations.	For	example,	some	
institutions	may	be	driven	to	prioritise	investment	in	recovery	
capabilities	that	result	in	little	practical	improvement	over	
investments	in	their	security	and	control	environment	that	
could	more	meaningfully	reduce	the	probability	of	a	disruptive	
event.	Alternatively,	the	industry	may	be	directed	toward	
technical	recovery	solutions	when	collaborative	actions	to	
improve	coordination	and	management	in	the	event	of	a	major	
incident	would	be	more	effective	mitigants.	Consequently,	the	
principles	set	forth	below	along	with	a	risk-based	approach	to	
data	resilience	and	recovery	may	ultimately	address	regulatory	
concerns	and	best	serve	to	support	the	continued	resilience	of	
the	financial	services	industry.	

https://www.iosco.org/library/pubdocs/pdf/IOSCOPD723.pdf
https://www.bankofengland.co.uk/-/media/boe/files/prudential-regulation/letter/2023/thematic-findings-2022-cyber-stress-test.pdf
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Deterministic Versus Nondeterministic Recovery 
Recovery	from	a	significant	cyber	incident,	in	particular	an	
incident	that	renders	data	corrupt	or	unavailable,	will	have	
significant	variability	given	that	the	recovery	process	typically	
includes	deterministic	(i.e.,	fixed)	and	nondeterministic	(i.e.,	
variable	and	event-driven)	dependencies.	While	some	elements	
of	recovery	can	be	predetermined,	tested	and	improved	(e.g.,	
restoring	from	bare	metal),	other	elements	are	determined	by	
the	incident	(e.g.,	the	time	needed	to	identify	and	remove	a	
malicious	actor	from	an	institution’s	environment).	Moreover,	
the	time	needed	to	restore	data	following	a	destructive	data	
event	will	always	vary	based	on	the	extent	of	data	loss	and	
unknowable	details	about	the	status	of	the	environment	to	
which	the	data	is	being	restored.

RECOVERY TYPES

Deterministic Nondeterministic

Definition

Recovery	time	fixed	and	 
not	dependent	on	event	type	 

and/or	event	severity

Recovery	time	variable	and	 
dependent	on	event	type	 

and	severity

Example

System	rebuild Ensuring	that	systems	are	 
clear	from	a	cyber	event

Testing Needs

Effective	understanding	 
of	recovery	time

Relative	understanding	 
of	recovery	time

Recovery Time Impact

Tested	recovery	times	 
essential

Tested	recovery	times	 
aspirational

In	a	scenario	that	involves	deterministic	and	nondeterministic	
elements,	a	generic	recovery-time	mandate	cannot	effectively	
be	proven,	as	the	breadth	of	impact	can	vary	greatly.	The	
appropriate	emphasis	in	recovery,	therefore,	needs	to	be	on	
capabilities	that	continuously	mature,	effectively	accelerating	
recovery	against	a	variety	of	scenarios.	Arbitrary	and	prescriptive	
goals	could	result	in	a	rush	to	premature	recovery	and	inflict	
even	greater	market	damage	than	would	have	been	inflicted	
absent	those	goals.

Institutions	can	partly	account	for	the	nondeterministic	
elements	of	recovery	by	improving	and	shortening	the	time	
required	for	the	deterministic	elements.	The	objective	is	to	
create	an	ever-larger	delta	between	the	impact	tolerance	
and	the	time	required	for	the	deterministic	elements	of	
recovery,	thereby	increasing	the	time	available	to	address	the	
nondeterministic	elements	such	as	incident	assessment	and	
data	reconstruction.	In	addition,	institutions	can	use	scenario-
based	testing	to	exercise	the	skills	and	capabilities	needed	
for	recovery,	allowing	them	to	validate	assumptions,	develop	
muscle	memory	and	identify	areas	of	improvement.

However,	while	assumptions	can	allow	for	application	of	testing	
deterministic	elements	of	recovery,	testing	of	nondeterministic	
components	cannot	replicate	recovery	times	experienced	in	
an	actual	event.	As	a	result,	certain	assumptions	are	necessary	
when	setting	recovery	time	frames	(i.e.,	RTOs	and	RPOs).

Therefore,	when	developing	recovery	capabilities	for	an	extreme	
cybersecurity	incident,	impact	tolerances	take	on	the	role	of	
aspirational	guides	to	drive	investment	and	risk-decisioning,	
rather	than	prescriptive	recovery	times	that	cannot	currently	 
be	met	during	certain	events.

Resilience Principles
The	following	principles	represent	a	prudent	approach	to	
managing	the	impact	of	a	significant	data	event	caused	by	

an	extreme	cybersecurity	incident,	in	alignment	with	operational	
resilience	regulatory	expectations	and	an	institution’s	risk	appetite.

1. Risk Management
 
Resilience is the outcome of effective risk management, and the two cannot be decoupled. Regulators should encourage financial 
institutions to maintain a holistic view of risk that appropriately balances resilience decisions between prevention and recovery.  

Decisions	and	investment	in	resilience	should	be	risk-based,	
as	it	is	not	feasible	to	ensure	recovery	in	a	prescribed	time	
frame	for	every	scenario.	Institutions	strive	to	prevent,	detect,	
respond	to	and	recover	from	critical	service	disruptions	in	a	
risk-based	fashion.	Opportunities	to	mitigate,	transfer	and	
accept	risk	should	be	continually	evaluated.

• Institutions’	resilience	and	risk-tolerance	decisions	should	
be	based	on	business-service	criticality	and	the	projected	
investment	necessary	to	mitigate	risk	within	the	institution’s	
risk	appetite.
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• While	resilience	efforts	have	historically	focused	on	the	
recovery	of	a	service	and	the	realisation	of	a	resilience	event,	
they	should	not	be	decoupled	from	an	institution’s	overall	
risk	and	control	frameworks.	Creation	of	new	governance	or	
frameworks	is	likely	to	add	complexity	and	result	in	siloed	
resilience	risk	management.

Example: At some point, the marginal gain in technology 
investment may be better spent on risk prevention. While this 
prevention spending may not be clearly articulated as enhancing 
the institution’s resilience, it will ultimately increase the overall 
risk posture of the institution. 

• We	have	serious	doubts	that	zero	data	loss	is	achievable	in	any	
data	recovery	event.	Institutions	may	be	advised	to	invest	in	
other	areas	that	can	reduce	the	systemic	nature	of	an	event	
and	minimise	customer	harm.	Institutions	should	have	the	

freedom	to	recognise	the	trade-offs	of	their	approach	and	
reasonably	invest	in	this	reduction	of	both	risk	and	resilience	
toward	this	goal.

Example: In any data-centre placement, there is a trade-off  
between latency, cyber risk reduction (a consequence of increased 
latency), environmental risk and other factors. Institutions 
recognise these factors and make appropriate risk-adjusted 
decisions based on their corporate profile and risk tolerance.

• The	process	of	moving	from	a	challenged	state	to	business	as	
usual	(BAU)	is	implemented	in	stages.	Recovery	of	a	service	
should	be	based	on	an	institution’s	ability	to	deliver	that	
service	with	a	reduced	set	of	capability,	rather	than	a	full	
return	to	BAU	in	a	prescribed	time	frame.	Expectations	for	
a	full	BAU	recovery	within	a	regulatory	mandated	RTO	may	
create	incentives	to	prioritise	fast	rather	than	safe	recovery.

2. Recovery Objectives
 
As there are an infinite number of scenarios that may impact a firm’s critical business services, financial institutions should 
take a risk-based approach to setting impact tolerances and recovery targets that account for the risk profile of the business 
service, its underlying applications and the controls it has in place. 

Impact	tolerances	should	be	applied	consistently	across	disruption	 
event	types	regardless	of	cause	and	outcome.	Distinct	measures	
based	on	event	type	or	at	system	levels	add	complexity	that	may	
not	strengthen	the	ability	or	capacity	to	recover	or	report	on	
recovery.	Recovery	metrics	should	be	managed	at	the	business-
service	level,	rather	than	at	the	application	level,	with	references	
to	asset-level	metrics	as	appropriate.

• Traditional	recovery	point	objectives	(RPOs)	and	RTOs	are	
not	effective	measures	to	use	during	a	data-corruption	event.	
During	a	significant	cybersecurity	incident,	impact	tolerances	
also	become	aspirational	and	should	be	used	as	guides	 
for	recovery.

• Alternative	procedures,	contingency	plans	and	minimum	
viable	products	and	services,	and	by	extension	minimum	
viable	datasets,	should	be	considered	when	assessing	the	
recovery	of	a	service.	Service	capability,	rather	than	a	full	
return	to	BAU,	should	be	the	basis	for	recovery	prioritisation.

• It	is	not	possible	to	delineate	all	variables	in	severe	scenarios	
or	definitively	draw	lines	between	plausible	and	what’s	
theoretically	possible.	This	divergence	means	that	precision	
in	estimating	recovery	times	should	be	deemphasised	for	
adaptive	planning	and	targeted	maturation	of	recovery	
capabilities.	A	rational	risk-adjusted	approach,	including	
threat-vector	analysis,	should	be	used	in	determining	
investments	and	priorities.

3. Product, Asset and Capability Types 
 
Financial institutions should use reasonable threat vectors to determine the plausibility of extreme scenarios for the purposes 
of planning and testing resilience.   

Threat	profiles	for	applications,	internal	critical	infrastructure,	
data	and	third	parties	vary	for	a	number	of	reasons.	Asset	threat	
profiles	and	their	deterministic	and	nondeterministic	recovery	
profiles	should	be	considered	when	assessing	and	regulating	an	
institution’s	resilience	posture.

• Applying	threat-vector	analysis	to	specific	infrastructures	 
can	further	calibrate	risk,	prioritise	investment	and	drive	 
risk-based	segregation.

Example: While mainframes are equally vulnerable to compromise 
in institutions with weak credentialing, security and encryption 

practices, they are not robust targets for ransomware attacks 
and other operating-level system exploits, which more routinely 
impact distributed systems. Similarly, external-facing systems 
inherently offer an attack vector that is not present in closed 
internal systems.

• Threat	profile	considerations	are	appropriate	as	institutions	
continue	to	mature	their	operational	resilience	programs,	
which	should	be	used	to	distinguish	extreme	but	plausible	
scenarios	from	scenarios	that	are	possible	but	are	not	
supported	by	precedent	or	reasonable	probability.
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4. Testing
 
Financial institutions should test outcomes, rather than an exhaustive list of hypothetical scenarios, and then extrapolate the 
findings across a broad range of scenarios. 

Firms	today	use	a	risk-based	approach	to	resilience	testing	to	
determine	an	institution’s	ability	to	address	likely	disruption- 
event	impacts	(e.g.,	data	corruption).	However,	there	are	limitations	
to	all	types	of	testing;	no	single	test	can	comprehensively	or	
perfectly	validate	recovery	capabilities	against	a	live	threat.	
Therefore,	testing	should	be	aligned	to	the	unique	characteristics	
of	an	institution’s	critical	operations’	threats	and	risks.

• Testing	programs	should	account	for	the	full	range	of	threats	
facing	the	institution	and	take	a	risk-based	approach	to	
choosing	an	impact	to	test	and	how	frequently	a	given	
scenario	is	used.	The	approach	could	include	systematic	
sampling	to	ensure	that	critical	components	are	tested.	
Testing	should	be	initially	focused	on	recovery	from	various	
impacts	and	then	test	against	a	maturing	range	of	scenarios.

• While	the	number	of	event	scenarios	that	an	institution	
could	test	is	infinite	(e.g.,	every	cybersecurity	incident	or	
ransomware	event	will	unfold	in	a	different	way),	the	impacts	
of	events	are	finite	(e.g.,	data	unavailability).	As	such,	impacts	
are	more	efficient	and	effective	to	test,	as	they	can	be	applied	
to	multiple	scenarios.	It	follows	that	the	most	effective	
approach	for	institutions	to	build	and	measure	recovery	
capabilities	is	impact-driven,	rather	than	scenario-driven.

• Testing	by	corrupting	live	data	or	production	environments	
is	contradictory	to	control	processes.	Separate	environments	
(e.g.,	development,	quality	assurance)	may	be	preferred;	
however,	they	are	neither	scalable	nor	sustainable.	Simulation	
exercises	involving	all	relevant	parties	(e.g.,	operations,	
business,	technology	and	control	functions)	provide	better	

learning	opportunities	versus	precise	scenario-configuration	
recoveries,	which	at	best	can	emulate	a	very	narrow	set	 
of	circumstances.

• Third-	and	fourth-party	vendors	may	approach	resilience	
testing	differently	than	the	institution	they	support.	However,	
third-	and	fourth-party	vendor	testing	may	be	relied	on	
provided	there	is	parity	in	the	design	and	outputs	of	an	
institution’s	tests	and	those	of	its	respective	third-	and	
fourth-party	vendors.

• Proxy	testing,	where	the	results	from	the	test	of	a	system,	
application,	impact	or	scenario	are	used	across	scenarios	
to	assess	an	institution’s	capabilities	and	reduce	testing	
complexity,	should	be	an	acceptable	form	of	testing	reduction.	
For	example,	it	may	not	be	necessary	to	test	every	database	
if	each	of	them	utilises	the	same	build.	Instead,	an	institution	
would	be	better	off	testing	a	sample	set	on	a	rotating	basis	
and	reallocating	resources	to	test	other	assets.

• Even	for	the	largest	institutions,	resources	are	not	infinite	
and	other	risks	must	be	accounted	for	in	testing	and	
exercising	programs.	Impact	and	likelihood	risk	must	be	the	
primary	lens	through	which	the	selection	of	tests,	and	the	
assets	or	services	being	tested,	are	chosen.	Supervisors	
and	first-,	second-	and	third-line	teams	should	seek	to	
understand	and	verify	the	methodology	for	selection.	An	
approach	that	advocates	for	an	ever-larger	set	of	tests	
covering	a	more	extreme	set	of	scenarios	is	likely	to	create	
significant	inefficiencies	in	the	institution’s	overall	resilience	
efforts	and	possibly	detract	from	more	beneficial	activities.

5. Reporting
 
Financial institutions should use a risk-adjusted set of metrics to report resilience that addresses the need for the board to 
understand probable recovery capabilities of critical business services under extreme but plausible scenarios. 

Recovery-capability	reporting	should	be	risk-based	and	
consistent	across	event	and	recovery	types.	Each	institution	
should	be	able	to	articulate	clearly	how	its	internal	taxonomy	
aligns	with	the	varying	regulatory	terminology	to	which	it	will	
have	to	comply.

• Management	and	board	reporting	should	be	differentiated,	 
in	alignment	with	broader	corporate-governance	principles.	
It	is	unsustainable	and	unrealistic	to	provide	and	review	
service-level	detail	across	management	layers.	Reporting	
should	be	multidimensional,	including	relevant	facts	(e.g.,	
physical	capabilities)	and	details	of	recovery	capability	at	 
the	service	level.

• Representation	of	risk	and	the	level	of	detail	required	by	
regulatory	bodies	should	be	harmonised	or	consistent	and	 
be	based	on	the	importance	of	the	service.

• While	the	importance	of	operational	resilience	is	recognised,	
institutions	need	to	be	able	to	balance	the	reporting	they	
provide	to	their	board	with	a	wide	range	of	other	operational	
and	financial	risks	to	resilience.	Only	by	allowing	flexibility	
to	the	institution	to	determine	the	suitable	level	of	detail	
to	provide	directors	and	executives	can	resilience	subject	
matter	experts	be	sure	that	boards	and	senior	management	
are	able	to	make	appropriate	risk	decisions.	These	decisions	
should	reflect	an	understanding	of	the	materiality	of	the	
service	and	an	appreciation	for	the	broader	risk	landscape	in	
which	their	institution	operates.
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Conclusion
Financial	firms	and	regulators	have	a	shared	interest	in	
recovering	critical	operations	in	a	safe	and	effective	manner.	
Setting	aspirational	recovery-time	objectives	and	impact	
tolerances	that	do	not	balance	safety	and	speed	in	recovery	
may,	in	some	instances,	create	more	risks	to	financial	
institutions,	the	investors	they	serve	and	the	sector	at	large.

The	principles	outlined	above	will	help	firms	and	regulators	
determine	what	is	achievable	during	extreme	events	and	set	
appropriate	risk-based	expectations	for	testing,	reporting,	
resiliency	and	recovery	from	extreme	events.	
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